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Data Mining 

!   Credits for content and many slides: 

Ð Introduction to Data Mining by Tan, Steinbach and 
Kumar, Addison Wesley 2006 (many slides & 3 
chapters on line) 

Ð Data Mining by Han and Kamber, Morgan Kaufmann 
2006 (many slides on line) 

Ð Pelleg D, Moore A (2000) X-means: Extending k-
means with efficient estimation of the number of 
clusters. In: Proceedings of the Seventeenth 
International Conference on Machine Learning, 
Morgan Kaufmann, San Francisco, pp 727-734.http://
www.cs.cmu.edu/~dpelleg/download/xmeans.pdf 
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Data Mining 

!   Credits for content and many slides: 

Ð Merceron, A., Dierenfeld, H.:  
Some Principles of Unsupervised Learning and 
Application in Education. In: Varia Informatica 2013, 
edited by M. Milosz, Publisher PIPS Polish Information 
Processing Society Lublin (Poland), ISBN: 
978-83-936692-0-2, 2013. p. 75 -100. https://
prof.beuth-hochschule.de/fileadmin/user/merceron/
Artikel/VariaInformaticaWeb.pdf 
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What is Cluster Analysis? 

!   Finding groups of objects such that the objects in a group 
will be similar (or related) to one another and different 
from (or unrelated to) the objects in other groups 

Inter-cluster 
distances are 

maximized 
Intra-cluster 
distances are 

minimized 
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Applications of Cluster Analysis 

!  Understanding 
Ð  Group related 

documents for browsing, 
group genes and 
proteins that have similar 
functionality, or group 
stocks with similar price 
fluctuations 

 
!  Summarization 

Ð  Reduce the size of large 
data sets 

 
Clustering precipitation in 
Australia 
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What is not Cluster Analysis? 

!   Supervised classification 
Ð  Have class label information 

 

!   Simple segmentation 
Ð  Dividing students into different registration groups 

alphabetically, by last name 
 

!   Results of a query 
Ð  Groupings are a result of an external specification 
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Types of Clusterings 

!   A clustering is a set of clusters 
 

!   Important distinction between hierarchical and 
partitional sets of clusters  

 

!   Partitional Clustering 
Ð  A division data objects into non-overlapping subsets 

(clusters) such that each data object is in exactly one 
subset 

 

!   Hierarchical clustering 
Ð  A set of nested clusters organized as a hierarchical tree  
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Partitional Clustering 

Original Points A Partitional  
Clustering 
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Hierarchical Clustering 

 

p4 
p1 

p3 

p2 

p4p1 p2 p3

Hierarchical Clustering Dendrogram 
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Other Distinctions Between Sets of Clusters 

!   Exclusive versus non-exclusive 
Ð  In non-exclusive clusterings, points may belong to 

multiple clusters. 

!   Fuzzy versus non-fuzzy 
Ð  In fuzzy clustering, a point belongs to every cluster with 

some weight between 0 and 1 
Ð  Weights must sum to 1 
Ð  Probabilistic clustering has similar characteristics 

!   Partial versus complete 
Ð  In some cases, we only want to cluster some of the data 

!   Heterogeneous versus homogeneous 
Ð  Cluster of widely different sizes, shapes, and densities 
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Types of Clusters 

 

!    Center-based clusters 

 

!    Contiguous clusters 

 

!  Described by an Objective Function 
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Types of Clusters: Center-Based 

!   Center-based 
Ð   A cluster is a set of objects such that an object in a 

cluster is closer (more similar) to the ÒcenterÓ of a cluster, 
than to the center of any other cluster   

Ð  The center of a cluster is often a centroid, the average of 
all the points in the cluster, or a medoid, the most 
ÒrepresentativeÓ point of a cluster  

 

4 center-based clusters 
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Types of Clusters: Contiguity-Based 

!   Contiguous Cluster (Nearest neighbor or 
Transitive) 
Ð  A cluster is a set of points such that a point in a cluster is 

closer (or more similar) to one or more other points in the 
cluster than to any point not in the cluster. 

 

8 contiguous clusters 
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Types of Clusters: Objective Function 

!  Clusters Defined by an Objective Function 
Ð  Finds clusters that minimize or maximize an objective function.  

Ð  Enumerate all possible ways of dividing the points into clusters 
and evaluate the `goodness' of each potential set of clusters by 
using the given objective function.  (NP Hard)! 

Ð   Can have global or local objectives. 

u  Hierarchical clustering algorithms typically have local 
objectives 

u  Partitional algorithms typically have global objectives 
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Characteristics of the Input Data Are Important 

!  Sparseness 
Ð  Dictates type of distance 

!  Attribute type 
Ð  Dictates type of distance 

!   Type of Data 
Ð  Dictates type of distance 
Ð  Other characteristics, e.g., autocorrelation 

!  Dimensionality 
!  Noise and Outliers 
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Clustering Algorithms 

!  K-means and the variants: X-means, EM-
Clustering 

 
!  Hierarchical clustering 
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K-means Clustering 

!   Partitional clustering approach  

!   Each cluster is associated with a centroid (center point)  

!   Each point is assigned to the cluster with the closest 
centroid 

!   Number of clusters, K, must be specified 

!   The basic algorithm is very simple 
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K-means Clustering 
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Partitional Clustering 

Original Points 
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Partitional Clustering 

Original Points with initial centres 
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Partitional Clustering 

Original Points with clusters iteration 1 
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Partitional Clustering 

Original Points with new centres 



                  

               ÜNr.Ý           Introduction to Data Mining       A. Merceron                                

Partitional Clustering 

Original Points with clusters and new centres iteration 2 
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Partitional Clustering 

Original Points with clusters and new centres iteration 3 
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Partitional Clustering 

Final clusters and centres A Partitional  
Clustering 
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K-means Clustering: Exercise 1 

!   A: 2,10 

!   B: 2,5 

!   C: 8,4 

!   D: 5,8 

!   E: 7,5 

!   F: 6,4 

!   G: 1,2 

!   H: 4,9 

!   Partition into 3 clusters. Choose A, D and G for the initial 
centres, euclidean distance for the similarity measure and 
mean to calculate the new centres. 
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K-means Clustering: Exercise 2 

!   A: 2,10 

!   B: 2,5 

!   C: 8,4 

!   D: 5,8 

!   E: 7,5 

!   F: 6,4 

!   G: 1,2 

!   H: 4,9 

!   Partition into 3 clusters. Choose D, E and H for the initial 
centres, Euclidean distance for the similarity measure and 
mean to calculate the new centres. Difference with 
exercise 1? Which clustering is better? Why?  
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K-means Clustering: Exercise 3 

!   A: 2,10 

!   B: 2,5 

!   C: 8,4 

!   D: 5,8 

!   E: 7,5 

!   F: 6,4 

!   G: 1,2 

!   H: 20, -3 

!   Partition into 3 clusters. Choose A, D and G for the initial 
centres, Euclidean distance for the similarity measure and 
mean to calculate the new centres. Difference with 1? 
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K-means Clustering – Details 

!   Initial centroids are often chosen randomly. 
Ð  Clusters produced vary from one run to another. 

!   The centroid is (typically) the mean of the points in the 
cluster. 

!   ÔClosenessÕ is measured by Euclidean distance, cosine 
similarity, correlation, etc. 

!   K-means will converge for common similarity measures 
mentioned above. 

!   Most of the convergence happens in the first few iterations. 
Ð  Often the stopping condition is changed to ÔUntil relatively 

few points change clustersÕ 

!   Complexity is O( n * K * I * d ): linear in n! 
Ð  n = number of points, K = number of clusters,  

I = number of iterations, d = number of attributes 
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Two different K-means Clusterings 
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Evaluating K-means Clusters 

!  Most common measure is Sum of Squared Error (SSE)! 
Ð  For each point, the error is the distance to the nearest cluster 

Ð  To get SSE, we square these errors and sum them. 
 
 
 

Ð  x is a data point in cluster Ci and mi is the center of Ci  
u  can show that mi corresponds to the center (mean) of the 
cluster 

Ð  Given two clusterings with the same K, we can choose the one 
with the smallest error 

Ð  One easy way to reduce SSE is to increase K, the number of 
clusters 
u  A good clustering with smaller K can have a lower SSE than a 
poor clustering with higher K 

∑∑
= ∈

=
K

i Cx
i

i

xmdistSSE
1

2 ),(
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Property of K-means  

!  Sum of Squared Error (SSE) diminishes after each 
iteration. 

!   The SSE is not necessarily the optimal one (Exercises 1, 
2). 

∑∑
= ∈

=
K

i Cx
i

i

xmdistSSE
1
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Problems with Selecting Initial Points 

!   If there are K ÔrealÕ clusters then the chance of selecting 
one centroid from each cluster is small.  
Ð  Chance is relatively small when K is large 

Ð  If clusters are the same size, n, then 
 

 
 
 
 

Ð  For example, if K = 10, then probability = 10!/1010 = 0.00036 

Ð  Sometimes the initial centroids will readjust themselves in 
ÔrightÕ way, and sometimes they donÕt 
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Solutions to Initial Centroids Problem 

!  Multiple runs 
Ð  Helps, but probability is not on our side. 

!  Sample and use hierarchical clustering to 
determine initial centroids 

!  Select more than k initial centroids and then 
select among these initial centroids 

Ð  FarthestFirst: the first center is chosen randomly, then 
the next center is the object which is the farthest of all 
already chosen centers. 

!  Postprocessing 
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Updating Centers Incrementally 

!  In the basic K-means algorithm, centroids are 
updated after all points are assigned to a centroid 

 
!  An alternative is to update the centroids after 

each assignment (incremental approach) 
Ð  Each assignment updates zero or two centroids 

Ð  More expensive 

Ð  Introduces an order dependency 

Ð  Never get an empty cluster 

Ð  Can use ÒweightsÓ to change the impact 
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Pre-processing and Post-processing 

!  Pre-processing 
Ð  Normalize the data 

Ð  Eliminate outliers 
 

!  Post-processing 
Ð  Eliminate small clusters that may represent outliers 

Ð  Split ÔlooseÕ clusters, i.e., clusters with relatively high 
SSE 

Ð  Merge clusters that are ÔcloseÕ and that have relatively 
low SSE 
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Limitations of K-means 

!  K-means has problems when clusters are of 
differing  

Ð  Sizes 

Ð  Densities 

Ð  Non-globular shapes 

K-means has problems when the data contains 
outliers (Exercise 3). K-Medoids approach; 
centres are always real data Objects. Partitioning 
Around Medoids (PAM) algorithm approach. More 
costly than k-Means. 
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Limitations of K-means: Differing Sizes 

 
 
 

 

Original Points K-means (3 Clusters)‏ 
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Limitations of K-means: Differing Density 

 
 
 

 

Original Points K-means (3 Clusters)‏ 
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Limitations of K-means: Non-globular Shapes 

 
 
 

 

Original Points K-means (2 Clusters)‏ 
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Overcoming K-means Limitations 

 
 
 

 

Original Points     K-means Clusters 

One solution is to use many clusters. 
Find parts of clusters, but need to put together. 
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Overcoming K-means Limitations 

 
 
 

 

Original Points     K-means Clusters 
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Overcoming K-means Limitations 

 
 
 

 

Original Points     K-means Clusters 
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X-means 

!  Improve K-means by:  
Ð  Guessing the right K 

Ð  Adding new centres where most probably needed 

Ð  Boosting computation with appropriate data structure 
and summary statistics 

Pelleg D, Moore A (2000) X-means: Extending k-
means with efficient estimation of the number of 
clusters. In: Proceedings of the Seventeenth 
International Conference on Machine Learning, 
Morgan Kaufmann, San Francisco, pp 727-734. 

http://www.cs.cmu.edu/~dpelleg/download/
xmeans.pdf 
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X-means Algorithm 

!  Let K_min and K_max be the lower and upper 
bounds for K, the number of clusters. 

1- run K-means, with K_min random objects the first time 
otherwise with the centroids as given in step 2. 

2- Improve the structure by splitting each cluster into 2. 

3- if K > K_max or no change, stop and report the best 
scoring model found using BIC, otherwise go to 1. 
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X-means Algorithm 

!  Improve the structure: 
>Ù  Split each centroid into 2: each new centroid is moved 

to a distance proportional to the size of the region 
(usually 2/3 of average distance between objects and 
centroid) along a randomly chosen vector.   

>Ù  Run local K-means with K=2.  

>Ù  Use BIC to decide whether to keep the two children 
and drop the parent centroid, or not. 
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X-means Algorithm 

!  See the illustration in the paper Pelleg-Moore 

!  BIC, Bayesian Information Criterion, is used  
>Ù  Locally to decide whether to keep the two children, or 

not 

>Ù  Globally to report the best model. 

>Ù  Formula as used in the paper: Mj is the Model j, D is 
the set of objects to cluster,      is the log-likelihood of 
the data and substract a term proportional to SSE, pj 
is the number of parameters of the model and 
contains the number of clusters, R is the size of D. 

BIC(M j ) = öl j (D) !
pj

2
"LogR

öl j
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X-means – Strengths and Limits 

!  Quicker than classical K-means when 
implemented with kd-trees and summary statistics 
on subsets of points. 

!  Might produce less clusters than K-means when 
K is varied, might underestimate the number of 
clusters. 

!  Can also converge to local maxima, like K-
means. 
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EM-Clustering 

!  Expectation Maximisation Clustering. 

!  Makes the assumption that the objects are 
generated by some Gaussian distribution. The 
algorithm looks for K Gaussian distributions, each 
distribution being associated with a cluster.   

 
p(x µ,σ )= 1

σ 2π
 −

(x−µ )2

2σ 2e

p(x µ,! )= 1
! 2"

!
(x! µ )2

2! 2e
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EM-Clustering: Algorithm 

!  Calculates the probability that object xi belongs to 
cluster ck:  

!  Uses Bayes theorem:  

     

    which is:     

p(xi,ck )

p(xi,ck ) = p(ck)! p(xi cx)

p(xi,ck ) = p(ck)!
1

! k 2"
"

(x" µk )2

2! k
2e



                  

               ÜNr.Ý           Introduction to Data Mining       A. Merceron                                

EM-Clustering: Algorithm 

Chose randomly K objects as the initial cluster 
centers (µ)  

Chose initial p(c) (1/K), σ (1) for each cluster 
Repeat 

 For each cluster 
 Calculate the probability that an object belongs to 
it 
 Update for each cluster p(c), µ, σ 

Until no change. 
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EM-Clustering: Strengths and Limits 

!  Can find other kinds of clusters than K-means: 

!  As for K-means, K needs to be given. 

!  Can also converge to local maxima. 
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Hierarchical Clustering  

!  Produces a set of nested clusters organized as a 
hierarchical tree 

!  Can be visualized as a dendrogram 
Ð  A tree like diagram that records the sequences of 

merges or splits 
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Strengths of Hierarchical Clustering 

!  Do not have to assume any particular number of 
clusters 

Ð  Any desired number of clusters can be obtained by 
ÔcuttingÕ the dendogram at the proper level 

 
!  They may correspond to meaningful taxonomies 

(also true for K-means, X-means and EM 
Clustering): 

Ð  Iris-Setosa 

Ð  Points with high values for x and low values for y. 
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Hierarchical Clustering 

!   Two main types of hierarchical clustering 
Ð  Agglomerative:   

u  Start with the points as individual clusters 

u  At each step, merge the closest pair of clusters until only one cluster 
(or k clusters) left 

 
Ð  Divisive:   

u  Start with one, all-inclusive cluster  

u  At each step, split a cluster until each cluster contains a point (or 
there are k clusters)! 

 

!   Traditional hierarchical algorithms use a distance matrix 
Ð  Merge or split one cluster at a time 
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Agglomerative Clustering Algorithm 

!   More popular hierarchical clustering technique 
 

!   Basic algorithm is straightforward 
Ð  Compute the proximity matrix 

Ð  Let each data point be a cluster 

Ð  Repeat 
�   Merge the two closest clusters 

�   Update the proximity matrix 

Ð  Until only a single cluster remains 
  

!   Key operation is the computation of the proximity of 
two clusters 
Ð  Different approaches to defining the distance between 

clusters distinguish the different algorithms 
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Distance between Clusters 

!   Min (Single link):  smallest distance between an element in one 
cluster and an element in the other, i.e.,  dis(Ki, Kj) = min(tip, tjq). 

 

!   Max (Complete link): largest distance between an element in one 
cluster and an element in the other, i.e.,  dis(Ki, Kj) = max(tip, tjq). 

!   Average: avg distance between an element in one cluster and an 
element in the other, i.e.,  dis(Ki, Kj) = avg(tip, tjq). 

!   Centroid: distance between the centroids of two clusters, i.e.,  
dis(Ki, Kj) = dis(Ci, Cj). 
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Exercise 1 

!  Consider the 5 objects: a(1,1), b(1,2), c(5,4), 
d(7,5), e(7,7) and the 2 clusters C_1 = {a, b} und 
C_2 = {c,d,e}. Compute d(C_1, C_2) with different 
distances.  

a b c d e
a 0
b 1 0
c 5 4,5 0
d 7,2 6,7 2,2 0
e 8,5 7,8 3,6 2 0
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Übung 1 cont. 

!  Hierarchical clustering with: a(1,1), b(1,2), c(5,4), 
d(7,5), e(7,7) and single link. Build the 
dendrogram. 

a b c d e
a 0
b 1 0
c 5 4,5 0
d 7,2 6,7 2,2 0
e 8,5 7,8 3,6 2 0
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Hierarchical Clustering: MIN 

Nested Clusters Dendrogram 
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Hierarchical Clustering: MAX 

Nested Clusters Dendrogram 
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Hierarchical Clustering: Group Average 

Nested Clusters Dendrogram 
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Hierarchical Clustering: Group Average 

!   Compromise between Single and Complete 
Link 

 

!   Strengths 
Ð  Less susceptible to noise and outliers 

 

!   Limitations 
Ð  Biased towards globular clusters 
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Cluster Similarity: Ward’s Method 

!  Similarity of two clusters is based on the increase 
in squared error when two clusters are merged 

Ð  Similar to group average if distance between points is 
distance squared 

 
!  Less susceptible to noise and outliers 

 
!  Biased towards globular clusters 

 
!  Hierarchical analogue of K-means 

Ð  Can be used to initialize K-means 
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Hierarchical Clustering:  Time and Space requirements 

!  O(N2) for updating the proximity matrix.   
Ð  N is the number of points. 

 

!  O(N3) time in many cases 
Ð  There are N steps and at each step the size, N2, 

proximity matrix must be updated and searched 

Ð  Complexity can be reduced to O(N2 log(N) ) time for 
some approaches 
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Hierarchical Clustering:  Problems and Limitations 

!  Once a decision is made to combine two clusters, 
it cannot be undone 

 
!  No global objective function is minimized 

 
!  Different schemes have problems with one or 

more of the following: 
Ð  Sensitivity to noise and outliers 

Ð  Difficulty handling different sized clusters and convex 
shapes 

Ð  Breaking large clusters 
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Curse of Dimensionality (K-Means)Añ 

!  n Attributes, m Objects: if n is large enough, 
compared to m, clustering cannot be performed :   

Ð  A: 1, 1, 0, 0, 0, 0 

Ð  B: 0, 0, 1, 1, 0, 0 

Ð  C: 1, 1, 1, 1, 1, 1 

!  All objects are equally distant from each other:  no 
clustering is possible. 
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Curse of Dimensionality: Best Practice 

¥  The number of objects must be at least 3 times the number 
of attributes. 
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Cluster Validity  

!  How to evaluate the ÒgoodnessÓ of the resulting clusters? 
 
!   Then why do we want to evaluate them? 

Ð  To avoid finding patterns in noise 
Ð  To compare clustering algorithms 
Ð  To compare two sets of clusters 
Ð  To compare two clusters 
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!   Determining the clustering tendency of a set of data, i.e., 
distinguishing whether non-random structure actually exists in 
the data.  

!   Comparing the results of a cluster analysis to externally known 
results, e.g., to externally given class labels (Iris dataset). 

!   Evaluating how well the results of a cluster analysis fit the data 
without reference to external information.  

 - Use only the data 

!   Comparing the results of two different sets of cluster analyses 
to determine which is better. 

!   Determining the ÔcorrectÕ number of clusters. 

 For 2, 3, and 4, we can further distinguish whether we want to 
evaluate the entire clustering or just individual clusters.  

 

Different Aspects of Cluster Validation 
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Clusters found in Random Data 
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!   Order the similarity matrix with respect to cluster 
labels and inspect visually.  

 

Using Similarity Matrix for Cluster Validation 
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!  Clusters in random data  
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Using Similarity Matrix for Cluster Validation 

!  Clusters in random data  

 

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

y

Points

Po
int
s

20 40 60 80 100

10

20

30

40

50

60

70

80

90

100
Similarity

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Complete Link 



                  

               ÜNr.Ý           Introduction to Data Mining       A. Merceron                                

!   Numerical measures that are applied to judge various aspects 
of cluster validity, are classified into the following three types. 
Ð  External Index: Used to measure the extent to which cluster labels 

match externally supplied class labels. 
u Entropy (see classification), precision, accuracy.  
 

Ð  Internal Index: Used to compare two different clusterings or 
clusters or to measure the goodness of a clustering without respect 
to external information.  

u SSE, BIC, separation, silhouette. 

 

Measures of Cluster Validity 
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External Measures: Entropy and Precision 

!  Entropy: will be seen with classification. 

!  Precision of cluster i with respect to class j: pij 
Ð  The number of objects of class j in cluster i 

divided by the size of cluster i. 
Ð  Example: what is the precision of each cluster 

obtained by K-means and dataset iris? 
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!   Clusters in more complicated figures arenÕt well separated 
!   Internal Index:  Used to measure the goodness of a clustering 

structure without respect to external information 

Ð SSE is good for comparing two clusterings or two 
clusters (average SSE). Rapid Miner: Cluster Distance 
Performance 

!   Can also be used to estimate the number of clusters 

 

 

Internal Measures: SSE - Cohesion 
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!   Clusters in more complicated figures arenÕt well separated 
!   Internal Index:  Used to measure the goodness of a clustering 

structure without respect to external information 
Ð  SSB Between Clusters Sum of Squares (also BSS)! 

!   SSB is good for comparing two clusterings or two clusters 
(average SSB). 

!   Can also be used to estimate the number of clusters.  

C is the centre of the whole data set. 

 

 

 

Internal Measures: SSB - Separation 

Ci
i=1

K

∑ d(ci,c)
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!  Example:  
Ð  Points: 1, 2, 3, 7, 8, 9. Euclidean Distance. 
Ð  C1 = {1, 2, 3}, C2 = {7, 8, 9}: SSB = 54. 

Ð  C'1 = {1, 2}, C'2 = {3, 7, 8, 9}: SSB = 28. 

Internal Measures: SSB - Separation 
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!   Total sum of square 

!   When euclidean distance is used, it can be shown that 

TSS = SSE + SSB. (Warum dann beide berechnen?) 
!   This means that minimizing SSE is increasing SSB.  

 

 

 

Internal Measures: TSS 
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Internal Measures: Cohesion and Separation 

!  Example: SSE 
Ð  BSS + SSE (WSS) = constant 
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!   Silhouette Coefficient combine ideas of both cohesion and 
separation, but for individual points, as well as clusters and 
clusterings 

!   For an individual point, i 
Ð  Calculate a = average distance of i to the points in its cluster 

Ð  Calculate b = min (average distance of i  to points in another 
cluster)! 

Ð  The silhouette coefficient for a point is then given by  
 
s = 1 Ð a/b   if a < b,   (or s = b/a - 1    if a # b, not the usual case)  

 

Ð  Typically between 0 and 1.  

Ð  The closer to 1 the better. 

!   Can calculate the Average Silhouette width for a cluster or a 
clustering 

Internal Measures: Silhouette Coefficient 

a
b
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!  Points: 1, 2, 3, 7, 8, 9. Euclidean Distance. 
Ð  A: C1 = {1, 2, 3}, C2 = {7, 8, 9}. 

Ð  B: C'1 = {1, 2}, C'2 = {3, 7, 8, 9}. 

Ð  A: s_1 = 0.79, s_2 = 0.83, s_3 = 0.7  

Ð  B: s _1 = 0.83, s_2 = 0.79, s_3 = -0.7  
Ð  Calculate a = average distance of i to the points in its cluster 

Ð  Calculate b = min (average distance of i  to points in another 
cluster)! 

Ð  The silhouette coefficient for a point is then given by  
 
s = 1 Ð a/b   if a < b,   (or s = b/a - 1    if a # b, not the usual case)  

Internal Measures: Silhouette Coefficient 
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Clustering: Applications 

!  Size for cloth industry. 

!  Determining act of speech in natural language 
processing. 

!  Typical behaviours of students in forums. 

!  ".. 


